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Sequencing an organism’s genome is an important step in understanding
how an organism functions. Genome annotation—the identification of

genes within the DNA sequence and the assignment of functions to those
genes—is an inexact science.

Peter Karp (http://www.sri.com/blog/raising-quality-bar-sequenced-genomes-metabolic-modeling)
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Abstract

Next-generation sequencing technologies are extensively used in the field of molecular microbial ecology to describe

taxonomic composition and to infer functionality of microbial communities. In particular, the so-called barcode or

metagenetic applications that are based on PCR amplicon library sequencing are very popular at present. One of the

problems, related to the utilization of the data of these libraries, is the analysis of reads quality and removal (trim-

ming) of low-quality segments, while retaining sufficient information for subsequent analyses (e.g. taxonomic

assignment). Here, we present StreamingTrim, a DNA reads trimming software, written in Java, with which research-

ers are able to analyse the quality of DNA sequences in fastq files and to search for low-quality zones in a very con-

servative way. This software has been developed with the aim to provide a tool capable of trimming amplicon

library data, retaining as much as taxonomic information as possible. This software is equipped with a graphical user

interface for a user-friendly usage. Moreover, from a computational point of view, StreamingTrim reads and analyses

sequences one by one from an input fastq file, without keeping anything in memory, permitting to run the computa-

tion on a normal desktop PC or even a laptop. Trimmed sequences are saved in an output file, and a statistics sum-

mary is displayed that contains the mean and standard deviation of the length and quality of the whole sequence

file. Compiled software, a manual and example data sets are available under the BSD-2-Clause License at the GitHub

repository at https://github.com/GiBacci/StreamingTrim/.
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Introduction

The use of DNA barcoding coupled with recent improve-
ments in next-generation sequencing is revolutionizing
microbial ecology for the description of taxonomic com-
position and functionality of microbial communities.
One of the most popular applications is the so-called
metagenetic or barcode analysis (Creer et al. 2010; Huse
et al. 2010; Sogin et al. 2006), which relies on sequencing
PCR amplicons of a single gene of interest having taxo-
nomic or functional value, for example the 16S rRNA
gene for bacteria or the 18S rRNA for eucaryotes. Many
studies have been performed using amplicon libraries to
address issues in soil and aquatic ecology of prokaryotic
and eucaryotic micro-organisms, as well as in meiofauna
for recent examples, see (Bik et al. 2012; Creer & Sinniger
2012; Lecroq et al. 2011; Machida & Knowlton 2012a,b;
Machida et al. 2012; Porazinska et al. 2010) and in

host–microbe interactions (Andersson et al. 2008; Manter
et al. 2010; Pini et al. 2012). The increasing interest in
metagenetic approaches has been coupled with the
development of new primers, strategies and computa-
tional tools to gain as much information as possible from
generated amplicon libraries, trying to contain the costs
of sequencing (Jones et al. 2011; Machida & Knowlton
2012a,b; Machida et al. 2012).

One of the most important problems related to the
production and utilization of DNA sequence reads is the
analysis of base quality and removal (trimming) of low-
quality segments, while retaining sufficient information
for subsequent analyses. Several trimming algorithms
and software programs have been developed to cope
with the clean-up of DNA sequence reads, for example Sole-
xaQA DynamicTrim (solexaqa.sourceforge.net (Cox et al.
2010)), FASTX-ToolKit (http://hannonlab.cshl.edu/fastx_
toolkit/, ConDeTri (http://code.google.com/p/condetri/
(Smeds & Kunstner 2011) and NGS QC Toolkit (Patel & Jain
2012). However, all these softwares have been developed toCorrespondence: Alessio Mengoni, Fax: +39-055-222565;

E-mail: alessio.mengoni@unifi.it

© 2013 John Wiley & Sons Ltd
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What’s the real functioning scheme of the cell? 

What may happen if we remove or add a gene to the genome? 

How can we “push” the metabolism towards some desired properties? 

The metabolic influence of changes in gene expression
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A reliable proxy for the cell phenotype





- Microbial communities 
- (Algorithms and tools for) Genomics 
- Metabolic modeling

We are interested in:

the use of use of quantitative analysis methods to generate testable hypotheses and 
drive experimentation (possibly at whole-genome level).

figure credit:  http://www.pnl.gov/science/highlights/highlight.asp?id=982

http://www.pnl.gov/science/highlights/highlight.asp?id=982


Deciphering the architecture underlying these 
interconnected physicochemical processes remains one of 

the greatest challenges of our time.



Drug target discovery Symbiotic relationships





?



Aim: constructing a (working) computational 
representation of cellular metabolic processes 

for phenotypic space exploration and 
prediction capabilities



All models are wrong but some are useful 
George E. P. Box



What is a genome-scale metabolic model?
The list of “all” the chemical reactions of a given organism 

ATP + L-Glutamate + tRNA(Gln) <=> Pyrophosphate + AMP

NADP+ + L-sulfolactate <=> NADPH + H+ + 3-Sulfopyruvate

(R)-Lactate + Menaquinone 6 => Pyruvate + Menaquinol 6

5-L-Glutamyl-L-alanine <=> L-Alanine + 5-Oxoproline

(2) H2O + GTP => (2) Orthophosphate + (2) H+ + GMP

 ....... .......... 

Metabolic model

NGSModel generation 
and gap filling

Multi -omics  integration
 to knowledge

Proteomics
Transcriptomics
Metabolomics
Phenomics
Comparative genomics

Model 
check

Reject

Pass

Model refinement

-omics

Computational 
simulation
(growth and phenotype)

Reject

Taxonomic 
information

Reconstruction
completed

Public 
repositories

Experimental 
data

time

N
. c

el
ls

Experimental 
data

time

N
. c

el
ls

Biological 
validation

Pass

Biological 
rationale

(SBML format)

ATP + L-Glutamate + tRNA(Gln) <=> Pyrophosphate + AMP

NADP+ + L-sulfolactate <=> NADPH + H+ + 3-Sulfopyruvate

(R)-Lactate + Menaquinone 6 => Pyruvate + Menaquinol 6

5-L-Glutamyl-L-alanine <=> L-Alanine + 5-Oxoproline

(2) H2O + GTP => (2) Orthophosphate + (2) H+ + GMP

 ....... .......... 

Metabolic model

NGSModel generation 
and gap filling

Multi -omics  integration
 to knowledge

Proteomics
Transcriptomics
Metabolomics
Phenomics
Comparative genomics

Model 
check

Reject

Pass

Model refinement

-omics

Computational 
simulation
(growth and phenotype)

Reject

Taxonomic 
information

Reconstruction
completed

Public 
repositories

Experimental 
data

time

N
. c

el
ls

Experimental 
data

time

N
. c

el
ls

Biological 
validation

Pass

Biological 
rationale

(SBML format)



Genome 
sequencing

Gene annotation

Gene function

Network 
construction

Metabolic 
modeling

Phenotypes 
prediction



Genome 
sequencing

Gene annotation

Gene function

Network 
construction

Metabolic 
modeling

Phenotypes 
prediction

Model reconstruction 



gene a gene b gene c

Genes - proteins - reactions (GPR) 



Chao et al. 2017, Scientific Reports
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Fig. 1 Phylogenetic tree of reconstructed species. This figure shows
phylogenetic relationship between the organisms whose GSMMs have
been built. All the built species are grouped into phyla which are
noted with blue-font words along the shaded areas. The colors
represent the three domains. The phylogenetic tree was generated using
semi-automated software iTOL at http://itol.embl.de/index.shtml

(Letunic and Bork 2011), and phyla were determined using the NCBI
taxonomy browser. The GSMM information comes from the website of
Palsson’s group (http://gcrg.ucsd.edu/InSilicoOrganisms), genome-scale
metabolic network database (http://synbio.tju.edu.cn/GSMNDB/
gsmndb.htm), published paper (Kim et al. 2012b), as well as others
collected by us
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Won JunKim et al. 2017



However, a huge gap exists between available genomes and working, experimentally tested metabolic models, as shown here by the size of these two circles.



Complete and draft genomes (NCBI)

Available (tested) metabolic models 
(source: http://

systemsbiology.ucsd.edu/
InSilicoOrganisms/OtherOrganisms)

http://systemsbiology.ucsd.edu/InSilicoOrganisms/OtherOrganisms
http://systemsbiology.ucsd.edu/InSilicoOrganisms/OtherOrganisms
http://systemsbiology.ucsd.edu/InSilicoOrganisms/OtherOrganisms


Metabolic model

NGSModel generation 
and gap filling

Multi -omics  integration
 to knowledge

Proteomics
Transcriptomics
Metabolomics
Phenomics
Comparative genomics

Model 
check

Reject

Pass

Model refinement

-omics

Computational 
simulation
(growth and phenotype)

Reject

Taxonomic 
information

Reconstruction
completed

Public 
repositories

Experimental 
data

time

N
. c

el
ls

Experimental 
data

time

N
. c

el
ls

Biological 
validation

Pass

Biological 
rationale

Metabolic model

NGSModel generation 
and gap filling

Multi -omics  integration
 to knowledge

Proteomics
Transcriptomics
Metabolomics
Phenomics
Comparative genomics

Model 
check

Reject

Pass

Model refinement

-omics

Computational 
simulation
(growth and phenotype)

Reject

Taxonomic 
information

Reconstruction
completed

Public 
repositories

Experimental 
data

time

N
. c

el
ls

Experimental 
data

time

N
. c

el
ls

Biological 
validation

Pass

Biological 
rationale

Draft metabolic model

Complete metabolic model

time/effort
Fasta sequence files

Curated metabolic 
models

Compute Orthologous 
groups (BBH method)

rxnA

rxnA

rxnA

rxn?

Models 
integration

Target fasta sequence file 

Target metabolic 
model

BiGG database

Improved target 
metabolic  model

>seq1

MTVGSDHAJ

FRTWDWCCD

>seq2

XSFCRQWWQ

CFVVFFVGG

>seq1

MTVGSDHAJ

FRTWDWCCD

>seq2

XSFCRQWWQ

CFVVFFVGG

Manual check 
and evaluation

List of (putative)
new reactions

Computational 
simulation
(growth and phenotype)



NATURE PROTOCOLS | VOL.5 NO.1 | 2010 | 93

  p uor
G  gn ih si lbu

P eru ta
N 010 2

©
na

tu
re

pr
ot

oc
ol

s
/

m oc. e rut an .
w

w
w / /:pt th

PROTOCOL

INTRODUCTION
Metabolic network reconstruction has become an indispensable 
tool for studying the systems biology of metabolism1–7. The number 
of organisms for which metabolic reconstructions have been cre-
ated is increasing at a pace similar to whole genome sequencing. 
However, the quality of metabolic reconstructions differs consider-
ably, which is partially caused by varying amounts of available data 
for the target organisms and also by a missing standard operating 
procedure that describes the reconstruction process in detail. This 
protocol details a procedure by which a quality-controlled quality- 
assured reconstruction can be built to ensure high quality and 
comparability between reconstructions. In particular, the protocol 
points out data that are necessary for the reconstruction process 
and that should accompany reconstructions. Moreover, standard 
tests are presented, which are necessary to verify functionality and 
applicability of reconstruction-derived metabolic models. Finally, 
this protocol presents strategies to debug non- or malfunctioning 
models. Although the reconstruction process has been reviewed 
conceptually by numerous groups8–11 and a good general overview 
of the necessary data and steps is available, no detailed description 
of the reconstruction, debugging and iterative validation process  
has been published. This protocol seeks to make this process explicit 
and generally available.

The presented protocol describes the procedure necessary to 
reconstruct metabolic networks intended to be used for computa-
tional modeling, including the constraint-based reconstruction and 
analysis (COBRA) approach11,12 (see Box 1 for definition). These net-
work reconstructions, and in silico models, are created in a bottom–
up manner based on genomic and bibliomic data and thus represent 
a biochemical, genetic and genomic (BiGG) knowledge base for the 
target organism9. These BiGG reconstructions can be converted into 
mathematical models and their systems and physiological properties  
can be determined. For example, they can be used to simulate 
the maximal growth of a cell in a given environmental condition 
using flux-balance analysis (FBA)13,14. In contrast, the generation of  
networks derived from top-down approaches (high-throughput 

data-based interference of component interactions) is not discussed  
here, as they do not generally result in functional, mathematical 
models.

The metabolic reconstruction process described herein is  
usually very labor and time intensive, spanning from 6 months for 
well-studied, medium-sized bacterial genomes, to 2 years (and six 
people) for the metabolic reconstruction of human metabolism15. 
Often, the reconstruction process is iterative, as demonstrated by 
the metabolic network of Escherichia coli, whose reconstruction has 
been expanded and refined over the last 19 years7. As the number of 
reconstructed organisms increases, the need to find automated, or 
at least semi-automated, ways to reconstruct metabolic networks 
straight from the genome annotation is growing. Despite the grow-
ing experience and knowledge, to date, we are still not able to com-
pletely automatically reconstruct high-quality metabolic networks 
that can be used as predictive models. Recent reviews highlight 
current problems with genome annotations and databases, which 
make automated reconstructions challenging and thus they require 
manual evaluation8,9. Organism-specific features, such as substrate 
and cofactor utilization of enzymes, intracellular pH and reac-
tion directionality remain problematic and thus require manual  
evaluation. However, some organism-specific databases and 
approaches exist, which can be used for automation. We describe 
here the manual reconstruction process in detail.

A limited number of software tools and packages are available 
(freely and commercially), which aim at assisting and facilitating 
the reconstruction process (Table 1 ). This protocol can, in princi-
ple, be combined with those reconstruction tools. For generality, 
we present the entire procedure using a spreadsheet, namely Excel 
workbook (Microsoft), and a numeric computation and visualiza-
tion software package, namely Matlab (Mathwork, Natwick, MA, 
USA). Free spreadsheets (e.g., OpenOffice and Google Docs) could 
be used instead of the listed spreadsheet. Alternatively, MySQL 
databases may be used, as they are very helpful in structuring and 
tracking data. Matlab was also used to encode the COBRA Toolbox, 

A protocol for generating a high-quality  
genome-scale metabolic reconstruction
Ines Thiele1, 2 & Bernhard Ø Palsson1

1Department of Bioengineering, University of California, San Diego, La Jolla, California, USA. 2Current address: Center for Systems Biology, Faculty of  
Industrial Engineering, Mechanical Engineering and Computer Science, University of Iceland, Reykjavik, Iceland. Correspondence should be addressed to  
B.Ø.P. (palsson@ucsd.edu).

Published online 7 January 2010; doi:10.1038/nprot.2009.203

Network reconstructions are a common denominator in systems biology. Bottom–up metabolic network reconstructions have been 
developed over the last 10 years. These reconstructions represent structured knowledge bases that abstract pertinent information 
on the biochemical transformations taking place within specific target organisms. The conversion of a reconstruction into a 
mathematical format facilitates a myriad of computational biological studies, including evaluation of network content, hypothesis 
testing and generation, analysis of phenotypic characteristics and metabolic engineering. To date, genome-scale metabolic 
reconstructions for more than 30 organisms have been published and this number is expected to increase rapidly. However,  
these reconstructions differ in quality and coverage that may minimize their predictive potential and use as knowledge bases. 
Here we present a comprehensive protocol describing each step necessary to build a high-quality genome-scale metabolic 
reconstruction, as well as the common trials and tribulations. Therefore, this protocol provides a helpful manual for all stages  
of the reconstruction process.

Figure 1. Overview of the procedure to iteratively reconstruct metabolic networks
In particular stages 2 to 4 are continuously iterated until model predictions are similar to the
phenotypic characteristics of the target organism and/or all experimental data for
comparison are exhausted.

Thiele and Palsson Page 37

Nat Protoc. Author manuscript; available in PMC 2011 June 28.
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Model reconstruction still represents a very labor and time intensive process.
Speeding up this process is a priority for efficient and rapid in silico modeling of microbial 

metabolism

- (the different models) are maintained by 
different groups and often incorporate 
different names for many chemical species 
and reactions, this step was not completely 
straightforward and could not be performed 
entirely automatically 
- few highly curated and reliable models 
available

http://systemsbiology.ucsd.edu/InSilicoOrganisms/OtherOrganisms

http://systemsbiology.ucsd.edu/InSilicoOrganisms/OtherOrganisms








<?xml version="1.0" encoding="UTF-8"?>
<sbml xmlns="http://www.sbml.org/sbml/level2" level="2" version="1" xmlns:html="http://www.w3.org/1999/xhtml">
<model id="MODELID_3307911" name="E. coli iAF1260">
<listOfUnitDefinitions>
<unitDefinition id="mmol_per_gDW_per_hr">
<listOfUnits>
<unit kind="mole" scale="-3" multiplier="1" offset="0" />
<unit kind="gram" exponent="-1" multiplier="1" offset="0" />
<unit kind="second" exponent="-1" multiplier="0.00027777" offset="0" />
</listOfUnits>
</unitDefinition>
</listOfUnitDefinitions>
<listOfCompartments>
<compartment id="C_e" name="Extraorganism"/>
<compartment id="C_c" name="Cytosol"/>
<compartment id="C_p" name="Periplasm"/>
</listOfCompartments>

<listOfSpecies>

<species id="M_glc_DASH_D_p" name="D-Glucose_C6H12O6" compartment="C_p" charge="0" boundaryCondition="false"/>
<species id="M_glc_DASH_D_c" name="D-Glucose_C6H12O6" compartment="C_c" charge="0" boundaryCondition="false"/>
<species id="M_atp_c" name="ATP_C10H12N5O13P3" compartment="C_c" charge="-4" boundaryCondition="false"/>
<species id="M_h2o_c" name="H2O_H2O" compartment="C_c" charge="0" boundaryCondition="false"/>
<species id="M_h_c" name="H+_H" compartment="C_c" charge="1" boundaryCondition="false"/>
<species id="M_pi_c" name="Phosphate_HO4P" compartment="C_c" charge="-2" boundaryCondition="false"/>
<species id="M_adp_c" name="ADP_C10H12N5O10P2" compartment="C_c" charge="-3" boundaryCondition="false"/>

</listOfSpecies>

<listOfReactions>

<reaction id="R_GLCabcpp" name="D-glucose transport via ABC system (periplasm)" reversible="false">
<listOfReactants>
<speciesReference species="M_atp_c" stoichiometry="1"/>
<speciesReference species="M_glc_DASH_D_p" stoichiometry="1"/>
<speciesReference species="M_h2o_c" stoichiometry="1"/>
</listOfReactants>
<listOfProducts>
<speciesReference species="M_adp_c" stoichiometry="1"/>
<speciesReference species="M_glc_DASH_D_c" stoichiometry="1"/>
<speciesReference species="M_h_c" stoichiometry="1"/>
<speciesReference species="M_pi_c" stoichiometry="1"/>
</listOfProducts>
<kineticLaw>
<math xmlns="http://www.w3.org/1998/Math/MathML">
<ci>FLUX_VALUE</ci>
</math>
<listOfParameters>
<parameter id="LOWER_BOUND" value="0" units="mmol_per_gDW_per_hr"/>
<parameter id="UPPER_BOUND" value="999999" units="mmol_per_gDW_per_hr"/>
<parameter id="OBJECTIVE_COEFFICIENT" value="0" />
<parameter id="FLUX_VALUE" value="0" units="mmol_per_gDW_per_hr"/>
</listOfParameters>
</kineticLaw>
</reaction>

</listOfReactions>

</model>
</sbml>

p (Periplasm)

e (Extraorganism)

c (Cytosol)

D-Glucose (Cytoplasm) 

D-Glucose (Periplasm) 

D-glucose transport via 
ABC system (periplasm

ATP + H2O

ADP + H+ + Posphate

A)

B)

SBML file overall structure



Unfortunately, at this stage, the reconstructed model may 
be incomplete and lack metabolic genes and/or functions. 
Thus, before starting modelling procedures, it is important to 
check possible sources of errors.



Unfortunately, at this stage, the reconstructed model may be incomplete 
and lack metabolic genes and/or functions. Thus, before starting 
modelling procedures, it is important to check possible sources of errors.

The use of comparative genomics 

organism 1
organism 2
organism 3



Towards a complete reconstruction



Transportable 
compounds

Key cellular 
components

Towards a complete reconstruction

                                                       % g/g 
Protein.....................................55,00% 
RNA..........................................20,50% 
DNA .........................................3,10% 
Lipid ........................................9,10% 
LPS ..........................................3,40% 
Peptidogl..................................2,50% 
Glycogen .................................2,50% 
Polyamines.............................0,40% 
Metabolites, cofactors...........3,50% 

TOT..........................................100,00% 

E. coli





GPR - Gene - Protein Reaction association rules

Gene A Gene B Gene C



GPR - Gene - Protein Reaction association rules

Gene A Gene B Gene C

AND

geneA  AND  geneB



GPR - Gene - Protein Reaction association rules

Gene A Gene B Gene C

OR

geneA  OR   geneB



Organism Strain Model Genes Metabolites Reactions Reference

Escherichia coli K12 iAF1260 1260 1039 2077 Feist et al.

Pseudomonas putida KT2440 iNJ746 746 911 950 Nogales et 
al.

Salmonella 
typhimurium LT2 STM_v1.0 1270 1119 2201 Thiele et 

al.

Klebsiella pneumoniae MGH 
78578 YL1228 1228 1658 1970 Liao et al.

Pseudoalteromonas 
haloplanktis TAC125 iMF721 721 1133 1322 Fondi et al. 

2014

Some bacterial reconstructions

Recon 2, human metabolic reconstruction: it accounts for 1,789 enzyme-encoding 
genes, 7,440 reactions and 2,626 unique metabolites distributed over eight cellular 
compartments (Thiele et al. 203)

http://www.nature.com/msb/journal/v3/n1/full/msb4100155.html
http://www.pubmedcentral.nih.gov/articlerender.fcgi?tool=pubmed&pubmedid=18793442
http://www.biomedcentral.com/1752-0509/5/8
http://jb.asm.org/cgi/content/full/193/7/1710?view=long&pmid=21296962


- optimized biosynthesis of compounds

- “disease” pathways

-  metabolic engineering

- optimized growth of organism

- essential genes (i.e. good antimicrobial targets)

- well grounded wet lab experiments

What can we do with a metabolic model?
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Fig. 1.2 Current mathematical representations of metabolism utilize a hierarchy of descrip-
tions, involving different levels of detail and complexity. Current approaches to metabolic
modelling exhibit a dichotomy between large and mostly qualitative models, versus smaller,
but more quantitative models. See text for details. The figure is redrawn from [298].

type when inactivated [244, 78]. The computational analysis of metabolic networks
is thus part of a functional genomic strategy to uncover identifying novel func-
tions through the integration of metabolomic and transcriptomic data [50, 244, 78].
(ii) Metabolism-related diseases and medical applications: Enzyme abnormalities
and other disturbances of enzyme function, often having genetic causes, account
for a large number of human diseases [278, 323]. In silico models of complex cel-
lular processes aid in defining and understanding abnormal metabolic states, such
as the high glucose concentration in blood of diabetes patients [140, 199]. Enzy-
mopathies in the context of the red blood cell are also briefly discussed in Section 1.9.
(iii) Biotechnology and metabolic engineering: Metabolic engineering, defined as
the targeted and purposeful alteration of metabolic pathways in order to produce a set
of desired products, is one of the main driving forces behind the efforts to construct
large-scale metabolic models [109, 108, 14, 296, 295]. A number of challenges of
outstanding relevance, ranging from global crop supply to the synthesis of biofuels,
directly relates to our ability to utilize microbial or plant metabolic pathways in a
purposeful way.

1.2.1 From Topology to Kinetics: A Hierarchy of Models

Given the inherent complexity of cellular processes, a comprehensive mathematical
description of metabolism cannot necessarily – nor should it – be given in terms
of a single model. Rather, mathematical representations of cellular metabolism
have many facettes, ranging from purely topological or stoichiometric descriptions
to mechanistic kinetic models of metabolic pathways. The variety of different rep-
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Stoichiometric matrix alone does not provide 
sufficient information to uniquely determine all 

fluxes (i.e. the system is underdetermined), 
additional 

constraints are needed to determine meaningful flux 
distributions.
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Introduction of constraints 
(Constraint-based metabolic modelling)



1. Metabolism operates on a much faster time-scale than 
regulatory or cell division events. It is thus often 

reasonable to assume that metabolic dynamics have 
reached a quasi-or pseudo-steady state, where metabolite 
concentrations do not change. This leads to the metabolite 

balancing equation 

steady state
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1. Steady state assumption 

2. Upper and lower bounds 

3. Objective function

Introduction of constraints 
(Constraint-based metabolic modelling)



An objective function is necessary to compute an optimal network 
state and resulting flux distribution (unique or nonuni- que) in a 

constraint-based reconstruction as the solution space is often very 
large for genome-scale networks.

© 2008 Prentice Hall, Inc. B – 7 

Graphical Solution 

100  – 

– 

80  – 

– 

60  – 

– 

40  – 

– 

20  – 

– 

–  |  |  |  |  |  |  |  |  |  |  | 
 0   20   40   60   80   100 

N
um

be
r o

f B
lu

eB
er

ry
s 

Number of X-pods 

X1 

X2 

Assembly (constraint B) 

Electronics (constraint A) 
Feasible 

region 

3. it is possible to solve for a flux 
distribution by assuming that the 

under-determined metabolic network 
is optimized with respect to a certain 

objective (Z)
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The biomass objective function describes an evolutionary 
pressure for microbial growth, and describes the metabolic 

demands to make the basic metabolite building blocks for all 
cellular components



Reconstruction done, constraints applied, so what?



The model can now be resolved by means of linear programming (LP; also 
called linear optimization), a method to achieve the best outcome in a 
mathematical mode whose requirements are represented by linear 
equations. Used also for: 

- economic analysis (profit maximization) 
- pairwise sequence alignment 
- constraints-based metabolic modelling
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 Supplementary Figure 1  Map of the core E. coli metabolic network.  Orange circles represent cytosolic metabolites, 

yellow circles represent extracellular metabolites, and the blue arrows represent reactions.  Reaction name 

abbreviations are uppercase and metabolite name abbreviations are lowercase. 

 
 

Example from the main text: calculating growth rates 
This section will demonstrate how to perform the FBA calculations referenced in the main text.  
Growth of E. coli on glucose can be simulated under aerobic conditions.  To set the maximum glucose 
uptake rate to 18.5 mmol gDW-1 hr-1 (millimoles per gram dry cell weight per hour, the default flux 
units used in the COBRA Toolbox), enter into Matlab: 
 

model = changeRxnBounds(model,'EX_glc(e)',-18.5,'l'); 

 
This changes the lower bound ('l') of the glucose exchange reaction to -18.5, a biologically realistic 
uptake rate.  By convention, exchange reactions are written as export reactions (e.g. ‘glc[e] 
<==>’), so import of a metabolite is a negative flux.  To allow unlimited oxygen uptake, enter: 
 

model = changeRxnBounds(model,'EX_o2(e)',-1000,'l'); 

 

Nature Biotechnology: doi: 10.1038/nbt.1614
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Supplementary Figure 3  Flux map for maximum ATP yield from glucose under aerobic conditions.  Thick blue lines 

indicate reactions carrying flux in this particular solution vector.  This is a unique solution (see Supplementary 
Example 3).  

 
Supplementary Table 3  The maximum yields of the cofactors ATP, NADH, and NADPH from glucose under anaerobic 

conditions.  ATP Shadow Price is the shadow price of the metabolite atp[c], and indicates how much the addition of 

ATP to the system will increase the yield of the cofactor.  Constraint indicates what is limiting constraints on the yields 
are. 

Cofactor Yield (mol/mol glc) ATP Shadow Price Constraint 

ATP 2.75 0 H+ balancing 

NADH 6 1 Energy 

NADPH 4 1.333 Energy 

 
Supplementary Table 4  The maximum yields of different biosynthetic precursors from glucose under aerobic 

conditions.  The precursors are 3pg (3-phospho-D-glycerate), pep (phosphoenolpyruvate), pyr (pyruvate), oaa 

(oxaloacetate), g6p (D-glucose-6-phosphate), f6p (D-fructose-6-phosphate), r5p (�-D-ribose-5-phosphate), e4p (D-

erythrose-4-phosphate), g3p (glyceraldehyde-3-phosphate), accoa (acetyl-CoA), akg (2-oxoglutarate), and succoa 

(succinyl-CoA).  Carbon Conversion indicates what percentage of the carbon atoms in glucose are converted to the 

Nature Biotechnology: doi: 10.1038/nbt.1614

FBA



Figure 1: Timeline and development of FBA software.Timeline showing the launch of FBA software tools and the
milestones of key features implemented in them. Software tools are classified into any one of the three categories:
stand-alone, web-based and toolbox-based. Milestones are grouped into three classes: advancements in
web-technologies, supports for genome-scale model reconstruction and algorithm implementation. The vertical
bars at the background denote the number of available software at the end of each year (Note: If the software has
an corresponding published journal article or patent associated with them, then the date of publication is considered
as the launch date of the software).

Table 1: List of software applications evaluated in this study and their general characteristics

Type of the
software
application

Name Tested
version

URL References

Stand-alone OptFlux 2.1 http://www.optflux.org/ [18]
SBRT 2.0.0 http://www.bioc.uzh.ch/wagner/software/SBRT/ [19]
MetaFluxNet 1.8 http://metafluxnet.kaist.ac.kr/ [20, 21]
BioOpt ^ http://129.16.106.142/tools.php?c¼bioopt [22]
SurreyFBA ^ http://sysbio3.fhms.surrey.ac.uk/ [23]
FASIMU 2.3.1 http://www.bioinformatics.org/fasimu/downloads/ [24]
GEMSiRV ^ http://sb.nhri.org.tw/GEMSiRV/en/ [25]

Toolbox-based CellNetAnalyzer/FluxAnalyzer 9.5 http://www.mpi-magdeburg.mpg.de/projects/cna/cna.html [26, 27]
COBRAToolbox 2.0 http://opencobra.sourceforge.net/ [28, 29]
SNAToolbox 1.0 http://bioinformatics.org/project/?group_id¼546 [30]
FBA-SimVis ^ http://fbasimvis.ipk-gatersleben.de/ [31]
MetaFlux ^ http://www.biocyc.org/download.shtml [32]

Web-based CycSim 1.0.0 http://www.genoscope.cns.fr/cycsim/ [33]
WEbcoli 1.5 http://webcoli.org/ [34]
GSMN-TB ^ http://sysbio3.fhms.surrey.ac.uk/cgi-bin/fba/fbapy [35]
Acorn ^ http://sysbio3.fhms.surrey.ac.uk:8080/acorn/homepage.jsf [36]
Model SEED 1.0 http://seed-viewer.theseed.org/seedviewer.cgi?page¼ModelView [37]
FAME ^ http://f-a-m-e.org/ [38]
MicrobesFlux ^ http://tanglab.engineering.wustl.edu/static/MicrobesFlux.html [39]
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performed using either glucose or ethanol as a carbon source, and
predictions for metabolite production and consumption rates
were in good agreement with experimental findings.

8.1. Future challenges and developments

Despite the many software tools that exist to support meta-
bolic engineering endeavors, there are still significant metabolic
engineering challenges that computational tools cannot ade-
quately address. A prerequisite to developing useful software
tools that address these types of challenges is improving upon the
theoretical understanding within those areas of metabolic engi-
neering research. As theory and expertise increase, software tools
that support metabolic pathway design will follow. These tools

will likely incorporate and interpret new types of data when
suggesting design predictions.

For example, one remaining challenge involves considering
toxic intermediates during pathway optimization. Software tools
such as metaP-server (Kastenmüller et al., 2011) and MeltDB
(Neuweger et al., 2008) perform statistical analysis on metabo-
lomics data in an effort to link phenotypes with metabolite levels.
Information exchange between software tools that interpret
metabolomics data and tools that perform metabolic flux analysis
represents a potential solution to address this challenge. Another
compelling task entails designing robust pathways that operate
reliably under a variety of extracellular conditions. Gene network
engineering approaches that implement protein expression con-
trol strategies may prove useful in ensuring metabolic networks

Table 1
Software tools used in metabolic engineering applications.

Name Tasks License Accessibility

13CFLUX2 MFA Free non-commercial UNIX/Linux
A Plasmid Editor (ApE) DNA visualization, Nucleic acid design Free Cross-Platform
Arcadia Reaction network visualization GPL Cross-Platform
BiGG Metabolic network reconstruction Free non-commercial Online
BioMet Toolbox Constraints-based modeling Free Online, Windows
BioModelsDB (Le Nov!ere et al., 2006) Metabolic network reconstruction Free Online
BioPax Annotation Free N/A
BioTapestry Genetic network construction and analysis Free Cross-Platform
BLAST Comparative sequence analysis Free Online, Cross-Platform
Cell Illustrator Reaction network visualization and design Free, Closed source Online
CellDesigner Reaction network visualization and design Free, Closed source Cross-Platform
CellNetAnalyzer Constraint-based modeling, MFA, Network analysis Free academic, Requires Matlab Cross-Platform
COBRA 2.0 Constraint-based Modeling, MFA, Network analysis GNU GPLv3 Cross-Platform
COPASI Mathematical analysis Artistic License 2.0 Cross-Platform
Cytoscape Interaction network visualization GNU LGPL Cross-Platform
DNA 2.0 Gene Designer Codon optimization Free, Closed source Cross-Platform
DNAStar Lasergene DNA visualization, Nucleic acid design Academic, Commercial Cross-Platform
FASIMU Constraint-based modeling, MFA GNU GPL Cross-Platform
FiatFlux MFA Free academic, Requires Matlab Cross-Platform
Geneious DNA visualization, Nucleic acid design Free limited, Academic, Commercial Cross-Platform
GenoCAD DNA visualization, Nucleic acid design Apache 2.0 Online
GLAMM Reaction network visualization BSD 2 Online
GO Annotation Free N/A
GraphViz Interaction network visualization Eclipse Public License Cross-Platform
GrowMatch Optimize culture conditions Source code available to academic users Cross-Platform
HelixWeb DNA Works Gene synthesis Free, Closed source Online, Windows
IMG Comparative sequence analysis, Annotation Free, Closed source Online
JDesigner Reaction network visualization and design BSD 2 Windows
KAAS Metabolic network reconstruction Free Online
KEGG Pathway Metabolic network reconstruction Free web, Licensed download Online
MetaCyc Metabolic network reconstruction Free agreement Online
MetRxn Metabolic network reconstruction Free Online
ModelSEED Metabolic network reconstruction Free Online
NuPack Nucleic acid structure analysis Free, Open source Online
Omix Reaction network visualization Free non-commercial, Closed source Cross-Platform
OpenFLUX MFA GNU GPL, Requires Matlab Cross-Platform
OptFlux Constraint-based modeling, MFA, Network analysis GNU GPLv3 Cross-Platform
OptKnock Constraints-based modeling Free, Requires Matlab Cobra toolbox 2.0
OptStrain Pathway prospecting Free Available by request
PathwayTools Metabolic network model analysis Free non-commercial Cross-Platform
PHUSER Primer design Free Online
PySCeS Dynamic simulation BSD 2 Cross-Platform
RBS Calculator Nucleic acid design, Expression optimization Free non-commercial Online
Reactome (Croft et al., (2010)) Metabolic network reconstruction Free Online
SBGN Network visualization Free N/A
SBML Network reconstruction and visualization Free N/A
SBO Annotation Free N/A
SBW Dynamic simulation BSD 2 Cross-Platform
SL Finder Optimize culture conditions Source code available to academic users Cross-Platform
Systems Biology Research Tool Constraint-based modeling, MFA, Network analysis GNU GPLv2 Cross-Platform
Systrip Interaction network visualization GNU LGPL Cross-Platform
TinkerCell Model visualization and analysis BSD 2 Cross-Platform
Vanted Reaction network visualization GNU GPLv2 Cross-Platform
VectorNTI DNA visualization, Nucleic acid design Academic, Commercial Cross-Platform
Vienna RNA Websuite Nucleic acid structure analysis Free, Open source Online
yEd Interaction network visualization Free, Closed source Cross-Platform

W.B. Copeland et al. / Metabolic Engineering 14 (2012) 270–280 277
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Model validation 
1. Is the model predicting a correct growth rate?  

2. Is the model capable of metabolizing the compounds the organism is 
actually capable to in vivo?  
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data were required to computationally predict the generation of
biomass by Xcc. The nucleotide concentrations were calculated
based on the RNA and DNA amounts determined for the biomass
composition considering the G+C content of the Xcc B100 genome
(Vorhölter et al., 2008). Further data for cofactors (NADH, NADP,
FADH2, succinyl-CoA, acetyl-CoA, and MTHF), and glycerophos-
pholipids were adopted from P. putida (Nogales et al., 2008; Sohn
et al., 2010). Because substantial metabolic resources are required
to sustain cell maintenance in addition to those required for the
synthesis of biomass and defined products, a maintenance cost
coefficient was introduced into the model (Letisse et al., 2002). The
P/O ratio indicates the ratio between the oxygen required and the
ATP obtained by oxidative phosphorylation. This ratio was  set to 1,
as previously determined for X. campestris (Rye et al., 1988).

Supplementary data associated with this article can be
found, in the online version, at http://dx.doi.org/10.1016/j.jbiotec.
2013.01.023.

3.3. First evaluations of the stoichiometric model of Xcc B100

To evaluate the reconstructed metabolic model of Xcc, phe-
notypic characteristics were simulated using the FBA approach
(Orth et al., 2010; Varma and Palsson, 1994), applying biomass
production as objective function. A first plausibility check was the
prediction of anaerobic growth. When the O2 uptake reaction in
the model was set to zero, the predicted growth rate was also zero.
Since Xcc is an obligate aerobic bacterium this prediction reflects
the in vivo situation.

A  more elaborated approach to evaluate the metabolic model of
Xcc was conducted with glucose as carbon source and ammonium
as nitrogen source. The optimal carbohydrate flux was predicted to
be channeled at about 92% via the Entner–Doudoroff pathway and
at 7% via the pentose phosphate pathway. For xanthomonads, the
Entner–Doudoroff pathway is known to be the main pathway for
glucose catabolism with 81–93% of the carbon flux routed via this
pathway (Zagallo and Wang, 1967), which is energetically more
efficient than the pentose phosphate pathway. Thus, first modeling
results were in agreement with literature data.

To further evaluate the metabolic network model, growth on
minimal medium with glucose under steady-state conditions was
calculated. With a specific glucose uptake rate of 2 mmol  glu-
cose g−1 h−1, the predicted maximum specific growth rate on
nitrate as nitrogen source was predicted to be 0.0503 h−1 and
xanthan was calculated to be synthesized at a pentasaccharide
production rate of 0.198 mmol  pentasaccharide units g−1 cell −1.
These simulation results fall well within the range of experimen-
tally determined data for the growth rate and the pentasaccharide
production rate of Xcc under similar conditions (Jarman and Pace,
1984; Roseiro et al., 1993; Letisse et al., 2002; Suppl. Table 4). FBA
modeling with sucrose as sole carbon source available at an uptake
rate of 1.8 mmol  g−1 h−1 and ammonia as nitrogen source resulted
in predictions of a maximum growth rate of 0.12 and an EPS produc-
tion rate of 0.47. This confirms previous experimentally obtained
data (Letisse et al., 2001). Thus, model-based predictions of growth
on minimal medium and xanthan biosynthesis given as pentasac-
charide production were in agreement with previously determined
rates.

Supplementary data associated with this article can be
found, in the online version, at http://dx.doi.org/10.1016/j.jbiotec.
2013.01.023.

A frequent application of flux balance analysis models is the pre-
diction of optimal performance under different growth conditions
(Edwards et al., 2001). For this Xcc B100 stoichiometric model we
predicted growth phenotypes for minimal medium supplemented
with different carbohydrates and compared the predictions to
in vivo growth characteristics. The model was able to predict growth
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Fig. 2. Validation of X. campestris pv. campestris B100 growth rates predicted by
a  stoichiometric model for different carbon sources. Based on the stoichiomet-
ric  model, growth rates [h−1] were predicted for the cultivation of Xanthomonas
campestris pv. campestris B100 on different carbon sources. The calculated in silico
data are compared to experimental data obtained from growth experiments of B100
in minimal medium supplemented with 0.5% glucose (Glc), fructose (Frc), sucrose
(Suc), mannose (Man), or malate (Mal). Error bars indicate the standard deviations
of the experimentally observed growth rates.

rates for the carbohydrate sources glucose, fructose, mannose,
malate, and sucrose, thereby indicating there were no fatal gaps in
the reconstructed metabolic network. The predicted growth rates
were compared to the growth rates determined experimentally for
Xcc with nitrate as nitrogen source (Fig. 2). The experimentally
obtained growth rates ranged from 0.028 for malate to 0.05 for
glucose. The predicted growth rates were all in the range of the
experimental results.

3.4. In silico prediction of gene essentiality and its validation by
mutational analysis of Xcc B100 genes

The holistic assessments described above indicate that the
model is well suitable for predicting metabolic phenotypes. Sub-
sequently, we evaluated the individual relevance of the genes
integrated in the model for the growth of Xcc B100. On this purpose,
gene deletion effects were analyzed by FBA in order to simulate
the impact of the loss of enzymatic functions on cellular growth by
a knock-out of the corresponding gene (Reed and Palsson, 2003).
For all genes of the network, the rates of the reactions catalyzed
by their gene products were one after the other set to zero and
the growth rate was calculated for the resulting metabolic net-
work. This prediction of single gene deletion effects was conducted
using the MOMA  (Minimization of Metabolic Adjustment) algo-
rithm (Segrè et al., 2002). The MOMA  algorithm aims at obtaining
realistic results by minimizing the flux distribution changes evoked
in the knock-out mutants in comparison to the wild-type. For 199
in silico deleted genes of the metabolic network the growth rates
were calculated to be zero and hence deleting these genes was  pre-
dicted to be lethal (Fig. 3). An example for an essential gene is the tkt
gene coding for the transketolase (TKT; EC 2.2.1.1). Besides its role
in PP pathway, TKT is required for the biosynthesis of precursors of
aromatic amino acids. Furthermore, Xcc was apparently unaffected
by the deletion of 46 genes, where the growth rate was predicted to
be not reduced relative to the wild-type. Examples for dispensable
genes are the gum genes involved in xanthan biosynthesis. In silico
gene deletion of further 57 genes led to predicted growth rates that
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unacquainted transporters. These discrepancies were
checked through gap analysis and literature mining.
After continuous gap-filling and network refinement,
the overall prediction accuracy was improved to 87.5%,
a value that supported iKF1028 as being a proper recon-
struction of the B. cenocepacia J2315 core metabolism
(comparison results are showed in Table 3).
Of the remaining 55 carbon sources tested, 14 were

indirectly compared with the model due to the missing
knowledge of whether the transport mechanisms of

these compounds exist in J2315 or not. Initially, all
those 14 carbon sources showed a no-growth phenotype
both in silico and in the BIOLOG assays. Then we made
the assumption that each of these carbon sources could
be transported into the cell (i.e. to function as intracel-
lular compounds) and re-tested whether the in silico
model can grow on each of them. The results showed
that 11 of the 14 carbon sources enabled iKF1028 to
grow after applying the above assumption. This supports
the hypothesis that J2315 lacks of transporters for all

Table 3 Comparison with the BIOLOG substrates utilization assays
Class Carbon source BIOLOG results In silico prediction Agreement

Carbohydrates N-Acetyl-D-glucosamine No Growth No Growth yes

D-Galactose Growth Growth yes

a-D-Glucose Growth Growth yes

m-Inositol No Growth No Growth yes

Sucrose Growth Growth yes

D-Trehalose Growth Growth yes

Carboxylic acids Acetic acid Growth Growth yes

cis-Aconitic acid Growth Growth yes

Citric acid Growth Growth yes

D-Gluconic acid Growth Growth yes

b-Hydroxybutyric acid Growth Growth yes

a-Ketoglutaric acid Growth Growth yes

D,L-Lactic acid Growth Growth yes

Malonic acid Growth Growth yes

Propionic acid No Growth No Growth yes

Quinic acid Growth Growth yes

D-Saccharic acid Growth Growth yes

Succinic acid Growth Growth yes

Amino acids L-Alanine Growth Growth yes

L-Asparagine Growth Growth yes

L-Aspartic acid No Growth Growth no

L-Glutamic acid Growth Growth yes

L-Histidine Growth Growth yes

Hydroxy-L-proline Growth Growth yes

L-Leucine No Growth Growth no

L-Ornithine No Growth Growth no

L-Phenylalanine Growth Growth yes

L-Proline Growth Growth yes

L-Pyroglutamic Acid Growth Growth yes

L-Serine Growth Growth yes

L-Threonine No Growth Growth no

D,L-Carnitine No Growth No Growth yes

g-Aminobutyric acid Growth Growth yes

Miscellaneous Succinamic acid Growth Growth yes

Uridine No Growth No Growth yes

Thymidine No Growth No Growth yes

Putrescine No Growth No Growth yes

2,3-Butanediol No Growth No Growth yes

Glycerol No Growth Growth no

D-Glucose-6-Phosphate Growth Growth yes

Fang et al. BMC Systems Biology 2011, 5:83
http://www.biomedcentral.com/1752-0509/5/83
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Exploring the metabolic network of the epidemic
pathogen Burkholderia cenocepacia J2315 via
genome-scale reconstruction
Kechi Fang1†, Hansheng Zhao1,2†, Changyue Sun1, Carolyn M C Lam3, Suhua Chang1,4, Kunlin Zhang1,
Gurudutta Panda3, Miguel Godinho3,5, Vítor A P Martins dos Santos3,6* and Jing Wang1*

Abstract

Background: Burkholderia cenocepacia is a threatening nosocomial epidemic pathogen in patients with cystic
fibrosis (CF) or a compromised immune system. Its high level of antibiotic resistance is an increasing concern in
treatments against its infection. Strain B. cenocepacia J2315 is the most infectious isolate from CF patients. There is
a strong demand to reconstruct a genome-scale metabolic network of B. cenocepacia J2315 to systematically
analyze its metabolic capabilities and its virulence traits, and to search for potential clinical therapy targets.

Results: We reconstructed the genome-scale metabolic network of B. cenocepacia J2315. An iterative
reconstruction process led to the establishment of a robust model, iKF1028, which accounts for 1,028 genes, 859
internal reactions, and 834 metabolites. The model iKF1028 captures important metabolic capabilities of B.
cenocepacia J2315 with a particular focus on the biosyntheses of key metabolic virulence factors to assist in
understanding the mechanism of disease infection and identifying potential drug targets. The model was tested
through BIOLOG assays. Based on the model, the genome annotation of B. cenocepacia J2315 was refined and 24
genes were properly re-annotated. Gene and enzyme essentiality were analyzed to provide further insights into the
genome function and architecture. A total of 45 essential enzymes were identified as potential therapeutic targets.

Conclusions: As the first genome-scale metabolic network of B. cenocepacia J2315, iKF1028 allows a systematic
study of the metabolic properties of B. cenocepacia and its key metabolic virulence factors affecting the CF
community. The model can be used as a discovery tool to design novel drugs against diseases caused by this
notorious pathogen.

Background
Burkholderia cenocepacia is a Gram-negative opportunis-
tic pathogen and formerly Genomovar III of Burkhol-
deria cepacia complex (Bcc). The Bcc comprises at least
17 taxonomically related species [1-3], which have devel-
oped diverse niches from the natural environment [4]
and humans as they have emerged as pathogens in
patients with cystic fibrosis (CF), chronic granulomatous
disease, and in immunocompromised individuals [5]. B.
cenocepacia is the dominant Bcc species in patients with
CF, accounting for between 50% and 80% of the infection
cases [5]. It also causes many instances of non-CF clinical

infections, such as for cancer patients [6,7]. As a repre-
sentative isolate for the spread of an epidemic CF strain,
B. cenocepacia J2315 belongs to a clonal lineage known
as ET12, which is of increased transmissibility and domi-
nates fatal infections among CF patients in the United
Kingdom and Canada [8-12]. B. cenocepacia J2315 is
notorious for its high resistance to the majority of clini-
cally useful antimicrobial agents [6,13], including antimi-
crobial peptides [14,15]. Yet the mechanisms of host
infection and drug resistance remain mostly unknown.
The genome of B. cenocepacia J2315 has been

sequenced and recently annotated [13]. It is one of the
largest Gram-negative genomes consisting of three cir-
cular chromosomes with 3.8, 3.2 and 0.8 million base
pairs (Mb) respectively and a plasmid. Its complex gen-
ome encodes a broad range of metabolic capabilities,

* Correspondence: vitor.martinsdossantos@wur.nl; wangjing@psych.ac.cn
† Contributed equally
Full list of author information is available at the end of the article
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http://www.biomedcentral.com/1752-0509/5/83
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By setting the lower bound of the oxygen uptake reaction to such a large number, it is practically 
unbounded.  Next, to ensure that the biomass reaction is set as the objective function, enter: 
 

model = changeObjective(model,'Biomass_Ecoli_core_w_GAM'); 

 
To perform FBA with maximization of the biomass reaction as the objective, enter: 
 

FBAsolution = optimizeCbModel(model,'max'); 

 
FBAsolution.f  then gives the value of the objective function (Z) as 1.6531.  This means that the 
model predicts a growth rate of 1.6531 hr-1.  Inspection of the flux distribution vector 
FBAsolution.x   (v) shows that there is high flux in the glycolysis, pentose phosphate, TCA cycle, 
and oxidative phosphorylation pathways, and that no organic by-products are secreted 
(Supplementary Figure 2a). 
 Next, the same simulation is performed under anaerobic conditions.  With the same model, 
enter: 
 

model = changeRxnBounds(model,'EX_o2(e)',0,'l'); 

 
The lower bound of the oxygen exchange reaction is now 0, so oxygen may not enter the system.  
When optimizeCbModel  is used as before, the resulting growth rate is now much lower, 0.4706 hr-

1.  The flux distribution shows that oxidative phosphorylation is not used in these conditions, and that 
acetate, formate, and ethanol are produced by fermentation pathways (Supplementary Figure 2b). 
 

 
Supplementary Figure 2  Flux distributions computed by FBA can be visualized on network maps.  In these two 

examples, the thick blue arrows represent reactions carrying flux, and the thin black arrows represent unused reactions.  

These maps show the state of the E. coli core model with maximum growth rate as the objective (Z) under aerobic (a) 

and anaerobic (b) conditions.  Reactions that are in use have thick blue arrows, while reactions that carry 0 flux have 
thin black arrows. The metabolic pathways shown in these maps are glycolysis (Glyc), pentose phosphate pathway 

(PPP), TCA cycle (TCA), oxidative phosphorylation (OxP), anaplerotic reactions (Ana), and fermentation pathways 

(Ferm).  These flux maps were drawn using SimPheny and edited for clarity with Adobe Illustrator. 

 
 
Supplementary Example 1.  Growth on alternate substrates 

Nature Biotechnology: doi: 10.1038/nbt.1614

Flux distributions computed by FBA can be visualized on network maps. These maps show the 
state of the E. coli core model with maximum growth rate as the objective (Z) under aerobic (a) 

and anaerobic (b) conditions. The metabolic pathways shown in these maps are glycolysis 
(Glyc), pentose phosphate pathway (PPP), TCA cycle (TCA), oxidative phosphorylation (OxP), 

anaplerotic reactions (Ana), and fermentation pathways (Ferm).

aerobic anaerobic

The flux distribution shows that oxidative phosphorylation is not 
used in these conditions, and that acetate, formate, and ethanol 

are produced by fermentation pathways 
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While genome-scale models aim at including the entirety of known metabolic reactions, 
mounting evidence has indicated that only a subset of these reactions is active in a given 
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Context specific metabolic models: 
integrating gene expression data
While genome-scale models aim at including the entirety of known metabolic reactions, 
mounting evidence has indicated that only a subset of these reactions is active in a given 
context, including: developmental stage, cell type, or environment. (Estevez and Nikoloski 2014)

gene expression data in 
condition x metabolic model

Given condition X (e.g. growth under pH/
temperature stress), how does the metabolic 

network re-wire or re-adjust to face it?

condition 1 condition 2

Vogel and Marcotte 2012





Pseudoalteromonas haloplanktis TAC125
Cold-adapted Antarctic bacterium

- Biotechnological microorganism (grows fast and at temperature)
- New alternative expression host

Our model organism



The metabolic reprogramming 
following cold adaptation
- Integration of expression data
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Fed-batch process for the psychrotolerant marine
bacterium Pseudoalteromonas haloplanktis
Boris Wilmes1,2,3, Angelika Hartung2,3,4, Michael Lalk5, Manuel Liebeke5,6, Thomas Schweder1,2,5*, Peter Neubauer3,7*

Wilmes et al. Microbial Cell Factories2010, 9:72
http://www.microbialcellfactories.com/content/9/1/72
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number of metabolic switches”

• A bacterial cell does not simply take up

various nutrients in proportion to their

abundance, but actively controls their

uptake by regulating its own enzymatic

state (”diauxie”, Monod 1966).

• Characteristic of systems that optimize

fitness (Thattai and Shraiman 2003)

• The metabolic network of an organism has

to continuously and dynamically adjust to

optimally sustain cellular growth.

• A small change in nutrient concentration

may sometimes induce a large change in

the enzymatic composition of the

bacterium (Thattai and Shraiman 2003)

• Poorly investigated in non model

organisms (E. coli, Streptomyces)
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Nutritional fluctuations

• A bacterial cell does not simply take up var-

ious nutrients in proportion to their abun-

dance, but actively controls their uptake

by regulating its own enzymatic state (”di-

auxie”, Monod 1966).

• Characteristic of systems that optimize fit-

ness (Thattai and Shraiman 2003)

• The metabolic network of an organism has

to continuously and dynamically adjust to

optimally sustain cellular growth.

• A small change in nutrient concentration

may sometimes induce a large change in the

enzymatic composition of the bacterium

(Thattai and Shraiman 2003)

• Poorly investigated in non model

organisms (E. coli, Streptomyces)

Marco Fondi Cortona Procarioti, May 12, 2016

Metabolic response to 
nutrients fluctuations

A bacterial cell does not simply take up various nutrients in 
proportion to their abundance, but actively controls their 
uptake by regulating its own enzymatic state (”di- auxie”, 
Monod 1966)

 

The metabolic network of an organism has to continuously 
and dynamically adjust to optimally sustain cellular growth

Wilmes et al. 2010
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Clustering reactions with similar trends

Cluster identification: Pearson correlation value > 0.7 on normalized flux values across all the growth phases
(28 clusters identified).

Cluster 1 Cluster 2 Cluster 3 Cluster 4

Cluster 5 Cluster 6 Cluster 7 Cluster 8

Cluster 9 Cluster 10 Cluster 11 Cluster 12

Cluster 13 Cluster 14 Cluster 15 Cluster 16

Cluster 17 Cluster 18 Cluster 19 Cluster 20

Cluster 21 Cluster 22 Cluster 23 Cluster 24

Cluster 25 Cluster 26 Cluster 27 Cluster 28

0
2
4
6

0
2
4
6

0
2
4
6

0
2
4
6

0
2
4
6

0
2
4
6

0
2
4
6

T1 T2 T3 T4 T5 T6 T7 T8 T9 T1 T2 T3 T4 T5 T6 T7 T8 T9 T1 T2 T3 T4 T5 T6 T7 T8 T9 T1 T2 T3 T4 T5 T6 T7 T8 T9

�ď
ƐŽ
ůƵ
ƚĞ
�ǀ
Ăů
ƵĞ

Ɛ�Ž
Ĩ�Ŷ

Žƌ
ŵ
Ăů
ŝǌĞ

Ě�
ŇƵ

ǆ�
Ěŝ
īĞ

ƌĞ
ŶĐ
ĞƐ

Marco Fondi Cortona Procarioti, May 12, 2016

Background Aim Methods Results Conclusions Acknowledgements

What about reactions sharing

the same ”on/o�” pattern?

• Functional partners?

• Coexpressed genes?
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Co-regulated genes?

Other (putatively) co-regulated clusters

Cluster name Motif name Genes Weblogo 

Cluster 2 ArgR 
PSHAa0194, PSHAa0698,PSHAa2175,  PSHAa2287, 
PSHAa2290, PSHAa2291, PSHAa2292, PSHAb0333, 

PSHAb0428, PSHAb0543  

Cluster 3 CcpA 
PSHAa0189, PSHAa0609, PSHAa0740, PSHAa1167, 
PSHAa1648, PSHAa1649, PSHAa1650, PSHAa1651, 

PSHAa2167, PSHAb0082, PSHAb0345  

Cluster 6 GalR PSHAa0603, PSHAa0871, PSHAa1364, PSHAa1767, 
PSHAa2301, PSHAb0295 

 
 

No correlation was found between the putative TFs and the regula-
tion/biological function associated to the other genes in the clusters.
Those co-varying groups do not share a common regulation, but are
rather di�erentially regulated by a number of di�erent TFs.

Marco Fondi Cortona Procarioti, May 12, 2016

Gene co-regulation?

Fondi et al. 2016 BMC genomics
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Clustering reactions with similar trends

Cluster identification: Pearson correlation value > 0.7 on normalized flux values across all the growth phases
(28 clusters identified).
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AA biosynthetic genesAA degradation genes

RNAseq of P. haloplanktis TAC125 growth in a 
nutritionally complex environment

Gene expression data:

- are consistent with observed 
nutrient assimilation patterns

- illustrate preferential amino 
acids degradation pathways

- 2 biological and 3 technical replicates
- ~ 25 M reads/sample, 75 bp



Co-expressed genes
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Clustering reactions with similar trends

Cluster identification: Pearson correlation value > 0.7 on normalized flux values across all the growth phases
(28 clusters identified).
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schizont developmental stages (see Materials and methods).
Following Colijn et al (2009), the maximum flux allowed
through enzymes was constrained proportionally to the
relative expression level of the corresponding genes.

We compared the accuracy of our predictions to the
experimentally measured metabolic changes in Plasmodium-
infected RBCs (Olszewski et al, 2009). In Figure 3, we show the
predicted and experimentally measured changes, indicating
either an increase or decrease in metabolic concentrations for
the transition from the ring to trophozoite and from
trophozoite to schizont stages. The predicted shifts in
metabolic concentrations agree with the experimental results
in 70% of the measurements (binomial, P-value¼9"10#4). In
addition, we found a significant correlation between the
magnitudes of the change in metabolite concentrations and the
predicted flux values (Pearson’s correlation: 0.34, P-value¼
6"10#3, Spearman’s correlation: 0.25, P-value¼0.04).

In order to further investigate the statistical significance of
the results, we repeated flux predictions after randomly
shuffling expression values between P. falciparum genes. In
only 2% of these random trials, the accuracy of the predictions

made with the shuffled data were higher than those obtained
using the original expression values (Supplementary Figure
S3). To explore the effects of multiple optimal FBA solutions
(Mahadevan and Schilling, 2003) on the prediction accuracy,
we used the centering hit-and-run algorithm (Kaufman and
Smith, 1998), implemented in the COBRA toolbox (Becker
et al, 2007), to randomly sample the solution space associated
with the expression constraints. The 70% accuracy value,
obtained for a single solution, is close to the mean of solutions
sampled from alternative optima (mean 0.69, s.d. 0.05; see
Supplementary Figure S3). Moreover, there is a significant
difference (Mann–Whitney U, P-valueo10#10) between the
results for randomized expression values and those based on
the multiple alternative optima. These results illustrate the
ability of the model, with appropriate constraints, to predict
physiological changes unrelated to gene knockouts. It also
suggests that expression and metabolomics measurements,
which are being rapidly accumulated for various stages of
parasite growth (Winzeler, 2008; Kafsack and Llinas, 2010),
can be integrated with the model to gain a better under-
standing of the P. falciparum physiology.

12 h 24 h 36 h 48 h 66 h
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Figure 2 Small-molecule inhibition of the parasite nicotinate mononucleotide adenylyltransferase (NMNAT). (A) Schematic of the P. falciparum NAD(P) synthesis and
recycling pathway determined from the genome sequence. Nicotinamide (NM) and nicotinic acid (NA) can be scavenged from the host. Compound 1_03 is an inhibitor
targeting NMNAT. (B) Compound 1_03 causes growth arrest of intraerythrocytic P. falciparum. Cultures were resuspended in niacin-free medium containing 0 or 100mM
of compound 1_03 at early ring stage and observed for 66 h (see Materials and methods). Untreated parasites undergo normal development and reinvasion, whereas
drug-treated parasites arrest at the trophozoite (‘troph’) stage and do not reinvade. NM, nicotinamide; NA, nicotinic acid; NaMN, nicotinate mononucleotide; NaAD,
nicotinate adenine dinucleotide; NAD(P)þ, nicotinamide adenine dinucleotide (phosphate), reduced; NMase, nicotinamidase; NPRT, nicotinate phosphoribosyl-
transferase; NMNAT, nicotinate mononucleotide adenylyltransferase; NADS, NAD synthase; NADK, NAD kinase.
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A gene whose removal leads to a non vital phenotype or to a largely impaired phenotype

Presta et al. 2017

as it has a single consuming reaction (2.7.1.33) despite its
linkage with two other producing reactions (4.1.1.36 and
2.7.7.3) (See Experimental). This step yielded 97 essential
metabolites (Fig. 4D). The last two steps involve a comparative
study on essential metabolites and their associated enzymes
with human metabolism to avoid any potential side-effects of
perturbing critical components in the human body.

Among the 97 essential metabolites narrowed down by the
aforementioned two steps, only those that are absent in human
metabolic network38 were selected; this resulted in 22 essential
metabolites (Fig. 4E). Finally, drugs designed based on an
essential metabolite should not interfere with any of the
human enzymes. In order to filter these out, the amino acid
sequences of the enzymes involved in the reactions consuming
essential metabolites were aligned with those in the human
genome using BLASTP (Fig. 4F); hence, essential metabolites
consumed by any such homologous enzymes were further
removed. As a result of this step in EMFilter, a total of 9 final
essential metabolites were selected; they are 2-amino-4-
hydroxy-6-hydroxymethyl-7,8-dihydropteridine (AHHMP),39,40

D-glutamate (DGLU),41,42 2,3-dihydrodipicolinate
(DHDP),43,44 2-amino-4-hydroxy-6-(D-erythro-1,2,3-trihydroxy-
propyl)-7,8-dihydropteridine (DHP),45 3-dehydroshikimate
(DHSK),46–48 1-deoxy-D-xylulose 5-phosphate (DX5P),49,50

3-dehydroquinate (DQT),51,52 2-dehydro-3-deoxy-D-octonate
(KDO)53,54 and 4-aminobenzoate (PABA)55,56 (Table 3). The
enzymes involved in the outgoing reactions around these
essential metabolites were predicted as final drug target
candidates.
The final selected essential metabolites were found to be the

ones involved in microbial metabolism absent in human. The
results of previous extensive studies on identifying potential drug
targets by investigating the relevant enzymes or chemically
synthesized antibacterial compounds targeting such enzymes
indeed support the drug target candidates identified in this study.
For example, glutamate racemase is an enzyme producing
DGLU and is essential for bacterial cell wall biosynthesis.
Considering this enzyme as an important drug target, Lundqvist
et al. extensively characterized the enzyme structurally and
biochemically, and identified inhibitors specifically targeting
glutamate racemase of H. pylori.42 Also, PABA is an inter-
mediate in folate biosynthesis, and is utilized by dihydropteroate
synthase (2.5.1.15). New in vitro assays have been developed to
explore novel classes of inhibitors for this enzyme because
pathogens have already increased resistance against sulfonamide
class of antibiotics targeting this enzyme.55,56 Studies with small
chemical libraries to discover those specifically inhibiting the
drug target candidates identified are underway.

Fig. 4 EMFilter that filters essential metabolite targets for drug discovery. Number next to each figure indicates the number of metabolites left

after each step was performed in this study. Oval nodes represent reactions, and rectangular nodes indicate metabolites in (B), (C) and (D). (A) A

genome-scale metabolic model is first constructed, and (B) essential metabolites are predicted using constraints-based flux analysis. Three reactions

with crosses and dotted edges are the ones influenced by removal of the metabolite. Then, (C) currency metabolites, which refer to metabolites that

participate in many reactions of organisms, such as ATP and NADH, are removed. (D) Essential metabolites surrounded with more than three

reactions, two of which should be metabolite-consuming reactions, are further selected in order to provide greater impact on the pathogen’s

metabolism by simultaneously disturbing multiple targets. In order to avoid any possible side-effects in the human body, selected essential

metabolites and their consuming enzymes are filtered against (E) human metabolic network38 and (F) amino acid sequences of the proteins

encoded in the human genome. The final 9 essential metabolites were selected through this filtering pipeline, and the enzymes involved in the

consumption of these essential metabolites were predicted as potential drug targets.

344 | Mol. BioSyst., 2010, 6, 339–348 This journal is !c The Royal Society of Chemistry 2010
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Microbial metabolic production is usually

lower than theoretical yield. This may

happen because:

• the objective (target) of microbial

metabolism is often other than the

desidered one

• distinct biosynthetic pathways compete

for common pool of intermediates

ATP

ATP

ATP
ATP

AT
P

ATP

AT
P

AT
P

AT
P

AT
P

NADH

NA
DH

NA
DPH

NADPH

GLUCOSE

ATP

ATP ATP

AT
P

NADH
GLUCOSE

ATP

PYRUVATE

GLUCOSE

NA
DH

GLUCOSE

ATP

ATP
NADH

N
AD

H

AT
P

PYRUVATE

ATP

G
LU

CO
SE

AT
P

ACETIL-CoA

ACETIL-CoA

Compound 1 Compound 2

Marco Fondi September 26, 2015

Microbial metabolic production is usually lower than theoretical yield. 
This may happen because:

• the objective (target) of microbial metabolism is often other than 
the desired one
• distinct biosynthetic pathways compete for common pool of 
intermediates

Background Results Conclusions Acknowledgements

Metabolic modeling for exploring the phenotype landscape of microbial

metabolism.
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Constraint-based modeling (e.g. Flux Balance Analysis)
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- gene over-expression
- gene knock out
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BIOTECHNOLOGICAL PRODUCTS AND PROCESS ENGINEERING

In silico aided metabolic engineering of Streptomyces
roseosporus for daptomycin yield improvement

Di Huang &Jianping Wen &Guoying Wang &
Guanghai Yu &Xiaoqiang Jia &Yunlin Chen

Appl Microbiol Biotechnol (2012) 94:637–649
DOI 10.1007/s00253-011-3773-6

ORIGINAL PAPER

Dynamic flux balance analysis of batch fermentation: effect
of genetic manipulations on ethanol production

K. P. Lisha t Debasis Sarkar

Bioprocess Biosyst Eng
DOI 10.1007/s00449-013-1027-y

sseccAnepOHCRAESER

Genome-scale metabolic network guided
engineering of Streptomyces tsukubaensisfor
FK506 production improvement
Di Huang1,3, Shanshan Li1, Menglei Xia1, Jianping Wen1,2* and Xiaoqiang Jia1,2

Huang et al. Microbial Cell Factories2013, 12 :52
http://www.microbialcellfactories.com/content/12/1/52

RESEARCH Open Access

Improved Triacylglycerol Production in
Acinetobacter baylyiADP1 by Metabolic
Engineering

Santala et al. Microbial Cell Factories2011, 10 :36
http://www.microbialcellfactories.com/content/10/1/36

In the past decades, various computational strain design
algorithms, such as MOMA, ROOM, OptKnock, OptReg,
OptORF, RobustKnock, OptStrain and OptForce have
been developed to efficiently predict target genes for
improved product yield [15-22]. Among the above ap-
proaches, intracellular flux distribution can be calculated
by maximization of cell biomass or minimization of meta-
bolic adjustments. The calculated results which largely re-
veal the physiological state of the wild-type strain can be

used to inactivate the target pathways for improved
production. In addition to the knockout prediction, the
overexpression prediction algorithm has also been re-
cently developed to direct application of product overpro-
duction [23,24].
In this study, a GSMM of S. tsukubaensis was re-

constructed to simulate the intracellular flux distribu-
tion. Guided by FBA and MOMA prediction, several
genetic targets that were outside of the secondary
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and nitrogen sources. Thus, as part of the model

validation, we used the GSMR model to predict the
potential benefit of supplementing the media with

individual amino acids in terms of erythromycin

production. The optimum performance on glucose
(11 mmol/gDCW*h) was used as reference (Fig. 1,

dashed line). For a fixed growth rate (1.09 h-1), we

assessed the potential of supplementing 10 % of the
total carbon mol with each amino acid. A total of 12

out of the 17 amino acids had negative effect on the

biosynthesis of erythromycin relative to a 10 %
addition of glucose. The remaining five amino acids

(valine, threonine, isoleucine, proline and lysine)

displayed a significant benefit for erythromycin pro-
duction (Fig. 1). Methionine, tyrosine and tryptophan

cannot be catabolised in the model hence were

excluded from the simulations.
Shake flask experiments confirmed that valine,

threonine, isoleucine and proline enhanced the eryth-

romycin yield compared to the reference (see Fig. 2).
The model predicted isoleucine to be the best amino

acid for media supplementation closely followed by

valine. Experimental results showed that valine had
the highest specific production of erythromycin

followed by isoleucine. We attribute the minor

discrepancies between the in silico simulation and
the experimentally observed to (1) differences in the

specific uptake rate of each individual amino acid; (2)

the effect each amino acid on biomass biosynthesis.
Since all amino acids have different effect on biomass

biosynthesis (data not shown), the more carbon they
provide for biomass the less carbon is available for

erythromycin biosynthesis. In accordance to our

experimental observations, a benefit of valine supple-
mentation for macrolide biosynthesis has been

reported previously in Streptomyces ambofaciens
and Streptomyces fradiae (Tang et al. 1994). Thus,
fermentations supplemented with valine were further

validated in 1 L bioreactors (Fig. 3). Valine supple-

mentation significantly enhanced growth rate and
erythromycin productivity (Fig. 3a, b). The growth

rate during exponential phase increased from

0.078 ± 0.001 h-1 to 0.095 ± 0.002 h-1 (t test;
p = 8.45 9 10-5), while the yield of erythromycin

on biomass increased 53 % from 8.4 mg/gDCW to

12.9 mg/gDCW (t test, p = 0.016) (Fig. 3 d). The
significant advantage was lost somewhat during the

stationary phase as the supplemented culture saw a

significant decline in biomass titre and erythromycin
production, suggesting that other limitations were at

play. For completeness, we confirmed that replacing

the added valine with glucose (on carbon equivalent)
had no effect on growth rate and yield (data not shown)

confirming that valine biases the culture towards

erythromycin production.

Discussion

We present a genome-scale metabolic reconstruction

for the S. erythraea metabolism. An initial evaluation
of a model derived using the Model SEED framework,

established that at least for S. erythraea and probably

for most secondary metabolite producer microorgan-
isms, extensive manual curation is needed to

produce useful models. It should be stressed that the

S. erythraea model was produced using the Public
SEED settings of complex medium and standard

biomass; using a local install of the Model SEED

framework, the SEED should allow for fully define
biomass composition and medium selection for gap

filling, resulting in substantial improvement in the
auto-generated GSMRs. However, even with this

approach, one would still have to manually enter and

gap-fill secondary metabolic pathways.
For this study, we auto-generated a list of reactions

(draft model) from KEGG, followed by manual

curation to fill gaps and produce a functional model.
The model describes growth on minimal medium with

Fig. 1 In silico simulations of the effect on erythromycin
biosynthesis after supplementing glucose with 10 % carbon mol
of individual amino acid. The dashed line represents erythro-
mycin production after addition of 10 % more carbon as
glucose. Simulation for methionine was omitted given that the
model is not balanced for sulphur
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Conclusions and outlooks

• Genome sequence is not enough. Modelling tools to account for 
the emergence of complex behaviors. Even better, if integrated 
with -omics data  

• Constraint-based approaches can be used to identify the effects 
of environmental perturbations on the overall physiology of the 
cell  

• Experimental tests are crucial for model validation and testing 
(positive feedback between computational biologists and 
experimentalists)  

• What’s next? Dynamic modeling (kinetic modelling (ODEs) + 
FBA) and community models 



Acknowledgements
Dep. of Biology, Unifi
Prof. Renato Fani 
Alessio Mengoni
Elena Perrin
Giovanni Bacci 
Luana Presta
Emanuele Bosi  (present affiliation: 
Dipartimento di Scienze Biomediche 
Sperimentali e Cliniche, Unifi)
 
Ente CRA 
(Biolog data) 
Stefano Mocali

Università di Napoli Federico II
(PhTAC125 physiology)
Maria Luisa Tutino 
Ermenegilda Parrilli

Università di Verona
(PhTAC125 transcriptomics)
Barbara Cardazzo
Lisa Carraro
Nadia Andrea Andreani

Background Study cases Conclusions Acknowledgements

Dep. of Biology, Unifi
Prof. Renato Fani

Alessio Mengoni

Elena Perrin

Isabel Maida

Alessandra Mellera

Giovanni Bacci (Combo)

Emanuele Bosi (Combo)

Luana Presta (Combo)

Diletta Natoli

Computer Lab, University of
Cambridge, UK
Prof. Pietro Liò
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The nitrogen fixing bacterium Sinorhizobium meliloti

Medicago spp.

• S. meliloti promotes legume growth via
N2 fixation

• A model organism for the study of
bacterial multipartite genome function
and evolution (10% of microbes
possess such a feature)

Marco Fondi CERM, Florence October 19, 2016
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The metabolic shifts experienced by S. meliloti during transition between bulk

soil, the rhizosphere and the nodule were modelled using in silico

representations of the nutritional composition of each environment.
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Marco Fondi CERM, Florence October 19, 2016Dicenzo et al. 2016, Nature Communications



Background Results Conclusions Acknowledgements

Lo
g

10
(g

en
e 

pa
irs

)
Lo

g
10

(g
en

e 
pa

irs
)

Lo
g

10
(g

en
e 

pa
irs

)

0

3

6 Bulk soil – chromosome Rhizosphere – chromosome Nodule – chromosome

0

3

6 Bulk soil – pSymB

Fitness
0 0.5 1

0

3

6 Bulk soil – pSymA

Rhizosphere – pSymB Nodule – pSymB

Fitness
0 0.5 1

Rhizosphere – pSymA

Fitness
0 0.5 1

Nodule – pSymA

The chromosome is not metabolically specialized for a particular niche. pSymB

is metabolically specialized for the rhizosphere, helping S. meliloti to adapt to

this environment and utilize the newly available substrate

Marco Fondi CERM, Florence October 19, 2016





NATURE MICROBIOLOGY 2, 17065 (2017) | DOI: 10.1038/nmicrobiol.2017.65 | www.nature.com/naturemicrobiology 1

REVIEW ARTICLE
PUBLISHED: 30 MAY 2017 | VOLUME: 2 | ARTICLE NUMBER: 17065

Within the context of ecosystem function (Box 1), the eco-
logical relationships between phytoplankton and bacteria 
arguably represent the most important inter-organism 

association in aquatic environments. The interactions between 
these two groups strongly influence carbon and nutrient cycling, 
regulate the productivity and stability of aquatic food webs, and 
affect ocean–atmosphere fluxes of climatically relevant chemicals1–3. 
Indeed, the shared evolutionary history of these organisms4 has 
undoubtedly played an important role in shaping aquatic ecosystem 
function and global biogeochemistry.

Within aquatic ecosystems, phytoplankton are the dominant pri-
mary producers and the base of the food web. Consistent with their 
common functional roles, we here consider the phytoplankton to 
include both microalgae (for example, diatoms and dinoflagellates) 
and oxygenic phototrophic cyanobacteria (such as Prochlorococcus, 
Synechococcus and Anabaena). Together, these organisms are 
responsible for almost 50% of global photosynthesis and are conse-
quently important regulators of global carbon and oxygen fluxes5,6. 
The abundance and metabolism of aquatic heterotrophic bacte-
ria (Box 1), which represent about a quarter of all biomass in the 
euphotic zone of aquatic habitats7 and the engine room for Earth’s 
major biogeochemical cycles8, are intrinsically linked to phyto-
plankton production and biomass9,10. Indeed, while phytoplankton 
and bacteria are both fundamental biotic features of aquatic habitats 
in their own right, the strong ecological coupling between these two 
groups demands that the nature and consequences of their synergis-
tic influences are explicitly considered.

Phytoplankton–bacteria interactions are multifarious and often 
highly sophisticated11,12, and can span the spectrum of ecological 

Zooming in on the phycosphere: the ecological 
interface for phytoplankton–bacteria relationships
Justin R. Seymour1*, Shady A. Amin2,3, Jean-Baptiste Raina1 and Roman Stocker4

By controlling nutrient cycling and biomass production at the base of the food web, interactions between phytoplankton and 
bacteria represent a fundamental ecological relationship in aquatic environments. Although typically studied over large spa-
tiotemporal scales, emerging evidence indicates that this relationship is often governed by microscale interactions played out 
within the region immediately surrounding individual phytoplankton cells. This microenvironment, known as the phycosphere, 
is the planktonic analogue of the rhizosphere in plants. The exchange of metabolites and infochemicals at this interface governs 
phytoplankton–bacteria relationships, which span mutualism, commensalism, antagonism, parasitism and competition. The 
importance of the phycosphere has been postulated for four decades, yet only recently have new technological and conceptual 
frameworks made it possible to start teasing apart the complex nature of this unique microbial habitat. It has subsequently 
become apparent that the chemical exchanges and ecological interactions between phytoplankton and bacteria are far more 
sophisticated than previously thought and often require close proximity of the two partners, which is facilitated by bacterial col-
onization of the phycosphere. It is also becoming increasingly clear that while interactions taking place within the phycosphere 
occur at the scale of individual microorganisms, they exert an ecosystem-scale influence on fundamental processes including 
nutrient provision and regeneration, primary production, toxin biosynthesis and biogeochemical cycling. Here we review the 
fundamental physical, chemical and ecological features of the phycosphere, with the goal of delivering a fresh perspective on 
the nature and importance of phytoplankton–bacteria interactions in aquatic ecosystems.

relationships from cooperative to competitive13. At the simplest level, 
the relationship between these organisms is based on resource pro-
vision and can be either reciprocal or exploitative in nature2 (Fig. 1). 
Aquatic heterotrophic bacteria obtain a large, albeit variable, frac-
tion of their carbon demand directly from phytoplankton14, with 
up to 50% of the carbon that is fixed by phytoplankton ultimately 
consumed by bacteria15. Bacterial consumption of phytoplankton-
derived organic material primarily involves the assimilation of the 
large quantities of typically highly labile, dissolved organic carbon 
(DOC) (Box 1) released by phytoplankton cells into the surround-
ing water column16, but also includes consumption of more complex 
algal products (for example, mucilage and polysaccharides)17,18 and 
senescent or dead phytoplankton biomass19.

From the perspective of a phytoplankton cell, bacteria can be pro-
viders of limiting macronutrients via remineralization20,21 (Box 1), 
but also competitors for inorganic nutrients22. When the allochtho-
nous (Box  1) supply of nutrients is low, phytoplankton growth is 
predicted to particularly benefit from bacterial delivery of regen-
erated nitrogen and phosphorus2. Furthermore, evidence for the 
development of specific phytoplankton–bacteria interactions based 
on bacterial synthesis of vitamins (for example, vitamin B12)12,23 and 
enhancement of micronutrient (for example, Fe) bioavailability24 
has begun to highlight the complex nature of the ecological links 
between these groups of aquatic microorganisms.

Evidence for intimate and selective associations between 
phytoplankton and bacteria is further provided by the consist-
ent detection of particular bacterial species from phytoplankton 
cultures and algal blooms11,24–28, which has led to the proposition 
that ‘archetypal phytoplankton-associated bacterial taxa’ exist29. 

1Climate Change Cluster (C3), University of Technology Sydney, New South Wales 2007, Australia. 2Department of Biology, New York University 
Abu Dhabi, PO Box 129188, Abu Dhabi, United Arab Emirates. 3Department of Chemistry, New York University Abu Dhabi, PO Box 129188, 
Abu Dhabi, United Arab Emirates. 4Institute of Environmental Engineering, Department of Civil, Environmental and Geomatic Engineering, ETH Zurich, 
Stefano-Franscini-Platz 5, 8093 Zurich, Switzerland. *e-mail: justin.seymour@uts.edu.au
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Fourth, some of the chemical ‘currencies’ exchanged are identical 
between the two cases. Besides primary metabolites such as sug-
ars and amino acids, some more specific chemicals, including the 
organosulfur compounds dimethylsulfoniopropionate (DMSP) and 
2,3-dihydroxypropane-1-sulfonate (DHPS), can be released at both 
interfaces and metabolized by bacteria12,47 (Fig. 2).

Physicochemical features of the phycosphere. While both healthy 
and moribund phytoplankton cells exude metabolites into the sur-
rounding water column48–50, the release of photosynthates by healthy 
cells was initially attributed to an overflow mechanism by which 
cells excrete accumulated organic molecules when carbon fixation 
rates exceed the rate of carbon incorporation into biomass51. This 
explanation would, however, imply that exudation should decrease 
or even stop at night, but constant exudation rates have been meas-
ured over diel cycles52,53. Instead, exudation by healthy cells occurs 
through both passive and active transport. Gases, solvent molecules 
and many small hydrophobic compounds can passively diffuse 
through the cell membrane49, while large macromolecules, such as 
proteins, are synthesized as they are translocated to the extracellu-
lar space54. In contrast, small polar and charged organic molecules 
(for example, monosaccharides and amino acids) need to be actively 
transported across cell membranes55. The deliberate release of spe-
cific compounds would impose a significant cost for phytoplankton 
in terms of both carbon and energy56, which could be justified if 
these molecules enable the establishment of beneficial associations 
with bacteria.

In addition to affecting diffusion across membranes, molecular 
polarity plays an important role in determining diffusivity within 
the phycosphere. Hydrophilic molecules (for example, polar amino 
acids) diffuse more rapidly in water than hydrophobic molecules. 
Interestingly, many intercellular signalling molecules (such as diatom 
pheromones and bacterial homoserine lactones) are hydrophobic13 
and should exhibit limited diffusion away from cell surfaces.

The nature of the compounds exuded by a phytoplankton cell 
is influenced by the cell’s health. During early growth phases, phy-
toplankton cells release soluble and generally highly labile, low-
molecular-weight molecules, such as amino acids, carbohydrates, 
sugar alcohols and organic acids29,49,50. Notably, many of these low-
molecular-weight compounds are also potent chemoattractants 
for bacteria42,57. When cells senesce, higher-molecular-weight mol-
ecules, including polysaccharides, proteins, nucleic acids and lipids, 
are released through exudation or cell lysis29,48,58,59. The different sizes 

and lability of these molecules have potentially important implica-
tions for the physical dynamics of the phycosphere, as well as the 
metabolism of phycosphere-residing bacteria and potential colo-
nizers. Large molecules diffuse more slowly than small ones, which 
increases their residence time in the phycosphere, limits their loss 
to the bulk seawater, and ultimately influences the size and stability 
of the phycosphere.

The size of the phycosphere is primarily governed by the size of 
the phytoplankton cell. Given that cell size varies by more than two 
orders of magnitude across phytoplankton taxa, a large range of 
phycosphere sizes is expected (Box 2). The phycosphere size further 
depends on phytoplankton growth rate and exudation rate, along 
with the diffusivity of the exuded compounds and their background 
concentration (see Supplementary Information for an extended 
discussion and calculations).

An inherent difference between the rhizosphere and the phyco-
sphere is that the interactions between phytoplankton and bacteria 
occur within a turbulent environment, which can affect the shape 
and size of phycospheres. For small phytoplankton cells or mildly 
turbulent conditions (for example, cells smaller than 70  μm in 
radius or a turbulent dissipation rate of 10–8 W kg−1; Box 2), the stir-
ring of the phycosphere by turbulence is negligible, with molecular 
diffusion instead leading to a symmetric spreading of the phyco-
sphere rather than complex stirring and mixing (Fig. 3). For inter-
mediate phycosphere sizes or turbulent conditions, turbulence will 
stretch the phycosphere and somewhat reduce its size, but will not 
significantly disrupt gradients (Fig. 3). Deformation increases with 
the intensity of turbulence and the size of the phycosphere, until 
the phycosphere is so large, or the turbulence so strong, that the 
chemical plume is stirred into a tangled web of filaments60 and ulti-
mately mixed. These scenarios are discussed quantitatively in the 
Supplementary Information.

Mechanisms for bacterial colonization of the phycosphere
After evaluating the theoretical considerations above, we suggest 
that Cole’s question regarding the existence of the phycosphere2 
can be answered in the affirmative. Next, we consider whether 
bacteria can gain access to this potentially important microenvi-
ronment, and, if so, how. There are three potential mechanisms by 
which this can occur: random encounters, chemotaxis and vertical 
transmission (Fig. 4).

Random encounters. The abundance of phytoplankton and bac-
terial cells in the water column, as well as the diffusivity of these 
cells, governs the occurrence of random encounters between them. 
For non-motile bacteria and phytoplankton, encounters occur ran-
domly by Brownian motion and are relatively rare. In a scenario of 
106 bacteria per ml (each with a diameter of 1 μm) and 103 phyto-
plankton per ml (each with a diameter of 15 μm), a bacterium will 
encounter 0.0035 phytoplankton cells per day (or only one every 
286  days), while a phytoplankton cell will encounter 3.5 bacteria 
per day (see Supplementary Information for calculations). After 
this initial random encounter, bacteria may maintain their position 
within the phycosphere if they can attach to either the surface of 
the phytoplankton cell61 or the matrix of extracellular polymeric 
materials surrounding some phytoplankton species62.

Motility and chemotaxis. Beyond random encounters, bacteria 
may use motility and chemotaxis to actively gain access to the phy-
cosphere. Given the seemingly homogenous, turbulent and dilute 
nature of the pelagic environment, it is perhaps not immediately 
intuitive that motility and chemotaxis should be important proper-
ties for planktonic bacteria. However, many marine bacteria exhibit 
these behaviours63, which provide a fitness advantage38 within a hab-
itat that is in fact sometimes highly heterogeneous at the microscale 
and awash with localized hotspots of organic material64–67. Indeed, 

DOC, POC, complex algal polysaccharides

Competition for inorganic nutrients

Micronutrient availability,
remineralized macronutrients,

vitamins (such as B12)

Phytoplankton Bacteria

Figure 1 | Phytoplankton–bacteria interactions and exchanges. 
Interactions between phytoplankton and bacteria can range from the 
reciprocal exchange of resources required for growth (for example, 
nutrients and vitamins) to competition for limiting inorganic nutrients. 
POC, particulate organic carbon.
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relative to the enteric bacteria traditionally used as model organ-
isms for chemotaxis68, many planktonic marine bacteria exhibit 
high-performance motility63, with swimming speeds that are typi-
cally several times faster than Escherichia coli69. This motility alone 
will greatly enhance a bacterium’s chances of coming into contact 
with the phycosphere, because it increases the diffusivity of cells by 
more than 2,000-fold. So while a non-motile bacterium will only 
come into contact with 0.0035 phytoplankton cells per day, within 
a scenario of 105  motile bacteria per ml (when considering the 
proportion of motile cells to be 10%), each motile bacterium will 
encounter 9 phytoplankton cells per day. In this case, the number of 
bacteria with which a phytoplankton cell will come into contact will 
increase from 3.5 to 900 per day (see Supplementary Information 
for calculations). This increase in contact is solely driven by motility 
and ignores chemotaxis, which will further enhance contact rates. 
Many marine bacteria indeed exhibit highly sensitive and extremely 
directional chemotaxis70–72, as well as exquisite abilities to modu-
late their swimming speed71, allowing them to rapidly migrate into 
localized chemical hotspots within the short time frames required 
to exploit the often fleeting existence of substrate gradients in the 
water column67.

For a chemotactic bacterium inhabiting the water column, the 
phycosphere makes an ideal target that is rich in labile, low-molec-
ular-weight organic substrates. Indeed, the existence of the phyco-
sphere was first proposed after the observation that marine bacterial 
isolates exhibit chemotaxis towards phytoplankton exudates37. It has 
since been demonstrated that marine bacteria exhibit chemotaxis 
towards the exudates of a wide variety of phytoplankton species42–44 
and a range of phytoplankton-derived substrates, including glyco-
late, acrylate, specific amino acids, and DMSP37,57,73,74. The impor-
tance of chemotaxis in the initiation of phytoplankton–bacteria 
interactions has been confirmed within laboratory model systems. 
For example, the capacity of Marinobacter adhaerens to perform 
chemotaxis was shown to fundamentally control the nature of 
microscale associations between this bacterium and the diatom 
Thalassiosira weissflogii31.

Experimental approaches employing simulated 
phycospheres—generated using 10–40  μm diameter beads loaded 
with organic substrates75 or with microfluidic channels designed 
to produce microscale chemical patches43,72,76—have revealed that 
many marine bacterial isolates indeed employ chemotaxis to exploit 
chemical gradients characteristic of phycospheres. More direct evi-
dence has come from microscopic observations of marine bacteria 

swarming around phytoplankton cells38,65 and even ‘chasing’ motile 
phytoplankton as they swim past77 (although the latter may have 
been caused by the bacteria being swept along in the wake of the 
phytoplankton cell78).

The ability of bacteria to use chemotaxis to exploit the phy-
cosphere has also been widely examined from a theoretical per-
spective38,79–81. Early numerical approaches suggested that marine 
bacteria can use chemotaxis to cluster within the phycosphere of 
sufficiently large and leaky phytoplankton cells80, but with only 
modest gains in nutrient exposure, and only under quiescent condi-
tions81. However, these studies calculated bacterial responses to phy-
cospheres using motility and chemotaxis parameters derived from 
E. coli, because equivalent parameters were not available for marine 
bacteria. As mentioned above, it is now clear that many chemotactic 
marine bacteria markedly outperform E. coli, with higher swimming 
speeds and directionality resulting in more efficient chemotactic 
responses63,71,72,82. Indeed, models that have incorporated motility 
characteristics that are more representative of marine bacteria have 
indicated a much greater potential for bacterial clustering within the 
phycosphere, even within mildly turbulent conditions79,83. A recent 
model indicated that while environmental conditions regulate the 
relative importance of the phycosphere to the overall bacterial 
consumption of phytoplankton-derived DOC, chemotaxis always 
strongly enhances bacterial uptake, and motile bacteria dominate 
phycosphere consumption under most scenarios38.

Maintaining spatial proximity. Given the above theoretical, 
experimental and observational perspectives, it is perhaps appeal-
ing to envisage the phycosphere as a microenvironment charac-
terized by swarming masses of chemotactic bacteria. However, 
it is noteworthy that the proportion of motile bacteria within 
pelagic marine environments is often low84, and evidence for 
intimate reciprocal chemical exchanges between phytoplankton 
and bacteria has also come from model systems where the bacte-
rial partner is in fact not motile or chemotactic. The apparently 
mutualistic relationship between the Roseobacter clade member 
Ruegeria pomeroyi and the diatom Thalassiosira pseudonana12 does 
not rely on chemotaxis, as the R. pomeroyi genome lacks all known 
chemotaxis genes85. While it is possible that interactions of this 
type might persist via the bulk diffusive transport of substrates 
between phytoplankton and bacterial partners, such a relationship 
would be somewhat constrained by the sharp decay in concentra-
tion of molecules away from the cell surface (see Supplementary 

Exudates alter the physicochemical
environment in their vicinity

Chemotaxis is key to
establish these interactions

Some microbial taxa are
found at both interfaces

Some chemical currencies
exchanged are identical
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Figure 2 | The rhizosphere and the phycosphere are analogous microenvironments. The phycosphere, defined as the region surrounding a phytoplankton cell 
that is enriched in organic substrates exuded by the cell, is an important microenvironment for planktonic aquatic bacteria. It is the aquatic analogue of the 
rhizosphere, which is the key ecological interface for plant–microorganism interactions in terrestrial habitats.
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- Diatoms and bacteria have developed 
specific interactions over hundreds of 
millions of years.

- Understanding interactions between 
diatoms and bacteria is of prime importance 
to deciphering oceanic nutrient fluxes and 
biogeochemical cycles

- Metabol ic interact ions (mutual ism, 
competition) have been deeply described

A “crowded” phycosphere



Introducing the marine diatom Phaeodactylum 
tricornutum

Many genome-scale metabolic reconstructions are available for this organism

- Complete genome sequence available since 2008

- It has been used in laboratory-based studies of diatom 
physiology for several decades

-Transformable

Levering et al. 2016, Plos ONE
Levering et al. 2017, mSystems

1,027 genes associated with 
4,456 reactions and 2,172 
metabol i tes d is t r ibuted 
across six compartments



An integrated metabolic reconstructions to study phtotroph-
heterotroph metabolic interactions

- C o m b i n e d t w o e x i s t i n g 
metabo l i c recons t ruc t ions 
(namely iLPB1025 and iMF721) 
in a single, integrated model

- The combined model should be 
able to capture basic metabolic 
relationships as competition and 
commensal ism, which are 
commonly observed in diatom-
heterotroph associations



A community-level metabolic reconstruction 
captures known diatom-bacteria interaction

- competition
- commensalism
- PO43- limitation

Pareto front analysis Robustness analysis
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A bit on E. coli model and the protocol

iOJ1366
Component Count

Metabolites 1805

Reactions 2583

Genes 1367



Section 1, understanding the model 

. Initializing the cobra toolbox  

. Importing the model 

Section 2, playing with growth conditions 

. Changing substrate uptake  

. Changing uptake rate 

Section 3, playing with E. coli genes 

. Identification of essential genes 

. Identification of essential genes on different growth media 

- Download the code and the E. coli reconstruction from 
- dbefcb.unifi.it, section “Talks, slides and posters” and uncompress 
the archive.  

- Use Matlab command line to move in that folder (use “cd” 
command) 

- Run the script line by line

http://dbefcb.unifi.it

